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Abstract

We study the problem of learning Bayesian-optimal revenue-maximizing auctions.
The classical approach to maximizing revenue requires a known prior distribution
on the demand of the bidders, although recent work has shown how to replace
the knowledge of a prior distribution with a polynomial sample. However, in an
online setting, when buyers can participate in multiple rounds, standard learning
techniques are susceptible to strategic overfitting: bidders can improve their long-
term wellbeing by manipulating the trajectory of the learning algorithm through
bidding. For example, they may be able to strategically adjust their behavior in
earlier rounds to achieve lower, more favorable future prices. Such non-truthful
behavior can hinder learning and harm revenue. In this paper, we combine tools
from differential privacy, mechanism design, and sample complexity to give a
repeated auction that (1) learns bidder demand from past data, (2) is approximately
revenue-optimal, and (3) strategically robust, as it incentivizes bidders to behave
truthfully.

1 Introduction

When we observe prices in market settings—stock exchanges, farmers’ markets, ad auctions—we
understand that these prices were not chosen arbitrarily. Rather, the seller (auctioneer, market maker,
etc.) selected these prices after observing a stream of previous transactions, which provide relevant
information about the demands of buyers that are key to maximizing income as well as managing
available inventory. The process of setting prices from a growing database of previous sales is
fundamentally a learning problem, with all of the typical tradeoffs akin to bias versus variance, etc.
In the case of repeated auctions, however, there is one additional challenge: market participants are
often quite aware of the underlying learning procedures employed by the auctioneer and can seek
to benefit using deceptive bidding strategies. Buyers, in other words, can aim to induce overfitting,
introducing additional hurdles to learning problem at hand.

Under bayesian assumptions, and in a batch setting where agents only act once, auction pricing
has been well-understood since the work of Myerson [39], who characterized the revenue-optimal
scheme as a function of the prior distribution of values of the bidders. Frequentist alternatives to
this model have been introduced in recent years [21} [13] |4, [18] [37, 5, 138} 25} [17} 23], with the
goal of designing auctions with good revenue guarantees if one does not have a prior but instead is
given only samples from the underlying distribution. These methods, however, still imagine only a
one-shot mechanism and are not robust to multi-round strategic behavior of bidders.

This paper studies the design of multi-round auction-learning algorithms that exhibit theoretical
guarantees that limit a buyer’s ability to manipulate the mechanism towards their own benefit. Our
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results aim to nudge the development of optimal auctions closer to realistic environments where
such mechanisms are deployed. We employ tools from differential privacy as our core technique
to control the impact of any individual buyer’s strategy on her utility in future participation. A
differentially private mechanism ensures that that the output of a computation has only a small
dependence on any one input data point. Privacy has been previously used as a tool to achieve
truthfulness in a variety of game theoretic environments [14]], including mechanism design [33} 140],
mediated games [29, [16]], and market design [[15} 28, 44, [12]. Our seller’s learning algorithm is
differentially private with respect to bid data, which limits the effect of each player’s bid on future
choices of single-round auctions, thus disentangling incentives across rounds. In this sense we use
differential privacy not as a tool for information security but instead for robustness; this in turn yields
the desired incentive guarantees.

Our two main results are the first computationally tractable algorithms for learning nearly-optimal
Bayesian revenue-maximizing auctions with an approximate truthfulness guarantee. We first give a
learning algorithm for which there exists an approximate equilibrium in which all bidders report their
true values. Along the way to this result, we provide several useful technical lemmas for comparing
the revenue of mechanisms on two similar distributions, and comparing the revenue of two similar
mechanisms on any fixed distribution. These may find future applications of independent interest
beyond this work. Second, under an assumption limiting changes in buyer behavior from round to
round, we construct a mechanism for which there is an exact equilibrium where every bidder bids
within a small constant of their value, which also achieves a nearly optimal revenue guarantee. A
mechanism with this guarantee is substantially more complex to achieve, requiring arguments about
what bidders might learn about each other across rounds.

Related Work The classical Myerson auction [39] maximizes revenue when selling a single item
to buyers drawn from a fixed, known distribution. More recent work investigated how to maximize
revenue when that distribution is unknown but some small number of samples are available [21} 13|
4, 118L 1374154138, 1250117, 23] (or in an online model [9]]). This line of work assumes every buyer in the
sample reported their values truthfully, rather than manipulating their reported data. If each buyer
appears in at most one auction, then they will not have incentive to misreport their bids. However,
strategic buyers participating repeatedly in these auctions may have incentive to manipulate their
behavior so as to guarantee themselves more utility in future rounds. We extend this line of work by
assuming each buyer can participate in several auctions, and so we must analyze bidders’ incentives
across rounds if we hope to learn a good auction from their past bidding behavior. Related line
of work includes dynamic auctions [42, 3,136, 131]] where the buyers are strategic about how their
behaviour today effects the seller’s behaviour in the future and [8] where the buyer uses a non regret
learning algorithm to bid across the rounds.

Our results are related to work on iteratively learning prices [[7, 35, |10, 41]], although these results
do not consider multiple appearances of bidders across rounds. Most closely related to our work is
that of Liu et al. [30], which assumes buyers may appear more than once, and finds no-regret posted
prices or anonymous reserves. We leverage several of their novel ideas, such as maintaining a dif-
ferentially private internal state to guarantee approximate truthfulness. Further, our work optimizes
over a substantially more complicated space of mechanisms.

With repeated appearances of each buyer, our auction learning problem comes to resemble dynamic
mechanism design. We therefore review some of the relevant literature. A truthful mechanism is
given in [[6] that exactly maximizes social welfare in a dynamic environment, and [27, 43| extended
this mechanism to maximize revenue. In contrast, our mechanism approximately maximizes rev-
enue in a dynamic environment with much looser assumptions on buyers’ value distributions, but
compares to the weaker per-round benchmark of the optimal single-shot revenue. Epasto et al. [22]]
takes a similar approach and proposes a dynamic mechanism for buyers who strategize across rounds
under a large market assumption. In contrast to our proposed mechanism, theirs will not generally
run in polynomial time. Additionally, we focus on mechanisms which explicitly limit an agent’s
ability to manipulate them.

2 Model and Preliminaries

The model We consider a T-round auction, where a seller sells a supply of J identical items to
n unit-demand bidders each round. For each round ¢ and population ¢ a value v; ; is sampled from



a fixed distribution D;, representing the amount the bidder is willing to pay for the item. We let
D = D; x --- x D,, denote the product distribution of value distributions, and we use v to denote
a vector of values sampled from this distribution. Further, we let v_; denote v with the i-th element
removed, and use (v}, v_;) to denote the same vector with v} replacing the i-th element.

We consider a setting similar to Liu et al. [30] where a bidder from any population may appear
several times over the course of the T" rounds, drawing a fresh value each timeﬂ In this setting,
bidders may have an incentive to misreport their values in order to change the mechanism in future
rounds, and their potential reward for doing so depends on the number of future rounds in which
they expect to participate. Amin et al. [[1] show that very little can be done when a bidder participates
in every round, so we assume this cannot occur. Formally:

Assumption 1. No bidder participates in more than k rounds of the T-round auction.

Mechanism Design Basics One can view a mechanism (auction) M := (z,p) as having two
components: (a) a possibly-randomized allocation rule x : V™" — X, which takes in a vector of
values (bids) v and returns a feasible allocation of the items, where x;(v) is 1 if ¢ receives the item
and O otherwise; and (b) a payment rule p : V" — R", which takes v and outputs a vector of
payments demanded of each player. Assuming, for the moment, that bidders bid their true values
v, we can define the expected revenue of a mechnamism M as the expectation of the payments
received,

Rev(M; D) := Eyp[>;—, pi(v)].

We make the standard assumption that the participants have quasi-linear utility: for a vector of
bids v’ (which may not necessarily match the values v), a bidder’s utility for allocation z;(v’) and
payment p; (V) is

ui(z, p, V,) = 'SCz‘(V/) *pz'(V/)-

We may now introduce the notion of a fruthful mechanism. A mechanism M := (z,p) is
deemed truthful if, given a vector of true values v and some arbitrary vector of bids v’, each
agent receives no less utility bidding v; rather than vj; that is, for every 4, it must hold that
ui(xvpa V/) < ui(xapa (vivvii))'

Let us now recall a classical result in Bayesian-optimal mechanism design when the seller’s goal
is to maximize revenue. Myerson [39]] essentially fully characterized the solution in this setting.
The interested reader can learn more in Hartline [24]; we briefly review these results here in two
pieces. The first piece states that payments in truthful mechanisms essentially depend solely on the
allocation function.

Theorem 2 (Payment Identity, Myerson [39]). A mechanism is truthful if and only if it has a mono-
tone allocation rule and payments which for all valuation profiles v satisfy

pi(v) = vi - zi(vi, v_i) — fow zi(u, v_i)du + pi(0,v_;).

The second key result is that for truthful mechanisms, the expected revenue can be written in terms
of welfare in a remapped virtual value space.

Theorem 3 (Myerson [39]). For any truthful mechanism M = (x,p) with values distributed ac-
cording to D, the expected revenue from player i can be written as By p[d;(v;)z;(v)], where ¢;(v;)

is the virtual value, given by ¢;(v;) =1 — %1)(1;) So, Rev(M; D) = Evp[>; ¢i(vi)xi(v)].
We will use the notation My, to denote the revenue-optimal mechanism for distribution D—
Myerson provides a precise construction of this auction.

Definition 4 (Myerson’s Auction). Fixing a prior distribution D, given a value profile v Myerson’s
revenue-optimal mechanism M3y calculates virtual values ¢;(v;) = v; — %&}(3) and (a) se-
lects the feasible allocation which maximizes virtual welfare according to the virtual values and (b)

charges payments according to the Payment Identity of Theorem 2]

'Our results can be shown to hold when values are not drawn fresh, in which case D; is the distribution of
drawn values, taking into account the process by which bidders are redrawn from population.



Truthfulness and Dynamic Equilibrium The mechanism design preliminaries discussed previ-
ously are for one shot games where players do not observe past actions of others and adjust their
strategy accordingly. We now turn our attention to multi-round play, we need to expand our notion
of player behavior and strategy. We will now assume that a strategy for each bidder maps the history
of observed actions to contingency plans over actions in the current and future rounds: we assume
agents observe their own outcomes ! and p} in rounds in which they participate, but not the full
historical data used by the designer to produce the mechanism each round. A history i} in round
t for each agent ¢ then consists of a bid, an allocation, and a payment for each round the agent has
participated in. Given a history h!, and value v! in the current round ¢ for agent i, we denote agent
i’s strategy as o (vl ; ht). We suppress the dependence on the history when clear from context.

Note that because agents do not observe the historical bids of others, they must form probabilistic
beliefs about these bids, and we assume these beliefs are Bayesian in nature. Denote by puf(hl)
the beliefs of agent ¢ in round ¢ after observing history hl. A profile of strategies is an equilib-
rium for this game if in every round ¢, every agent i, and every history h! that agent 7 might have
observed previously, agent ¢’s strategy maximizes their expected total utility over the current and
future rounds; the expectation is taken over the randomness of agent i’s beliefs as well as the future
values of all agents. Formally, let U} (o, v}, hl) denote the total expected utility of agent ¢ in rounds
t,t+1,...,T given a value of v! in the current round and an observed history hf, playing strategy
.

Definition 5 (Perfect Bayesian Equilibrium (PBE)). A profile of strategies o is an n-approximate
Perfect Bayesian equilibrium if for every agent i, round t, history h for agent i in round t, value
vt for i in round t, the strategy .O'f (vh; hY) approximately maximizes agent i's total expected utility
from future rounds up to an additive . That is, U} (ot (vl ht),vi, ht) > Ut(o’,vl, ht) —n for every

alternate strategy o'. If n = 0, we say that o is an exact Perfect Bayesian Equilibrium.

In other words, a PBE is a strategy o such that, for every bidder 7 and for every history of the game,
if all other bidders besides ¢ behave according to the strategy o, then playing o; is approximately
utility-maximizing behavior for bidder .

Definition 6 (n-utility-approximate BIC). A mechanism is n utility-approximately Bayesian incen-
tive compatible if the strategy profile where every agent bids truthfully in every history is an n-
approximate Perfect Bayesian equilibrium.

We also consider a more robust notion of incentive compatibility, where there exists an exact equi-
librium with each agent bidding n-close to her true value, a notion also used in Liu et al. [30].

Definition 7 (n-bid-approximate BIC). A mechanism is n bid-approximate BIC if 3 an exact PBE
where each bidder bids within n of their value in every history.

Definition [6] guarantees that all bidders bidding truthfully in all rounds is an (approximate) Bayes-
Nash equilibrium (BNE). In proving a mechanism utility-approximate BIC, one therefore may as-
sume bidders report truthfully in future rounds. Consequently, the only impact an agent’s bid has
on their future utility is through their impact on future mechanisms. Definition |/| guarantees the
existence of an exact equilibrium in which all bidders bid within 7 of their value. Therefore, mech-
anisms with this guarantee will need to ensure bidders do not change their behavior in later rounds
to influence other bidders’ behavior in earlier rounds.

Differential Privacy Background We now provide some basics on differential privacy, our main
technique that helps guarantee approximate truthfulness in equilibrium. We refer to a database
Z € Z™ as a collection of data from n individuals, and we say that two databases are neighboring if
they differ in at most one entry.

Definition 8 (Differential Privacy [19]). An algorithm (mapping) A : Z" — R is (¢,0)-

differentially private if for neighboring databases 7,7’ € Z"™ and subsets of possible outputs
S C R, we have P[A(Z) € S] < exp(e) P[A(Z') € S] + 6.

The parameter € quantifies the algorithm’s privacy guarantee; smaller e corresponds to stronger
privacy. A key property of differential privacy is that it is robust to post-processing.

Lemma 9 (Post-processing [19]). Let A : Z"™ — R be an (¢, 0)-differentially private algorithm and
let f : R — R’ be a random function. Then f o A: Z™ — R’ is also (¢, §)-differentially private.



We need a more precise notion of privacy when multiple agents are involved receiving different
information. For notation, we say two databases are i-neighbors if they differ only in the i-th entry.
Also, let A(Z)_; denote the vector of outputs to all players except player 4.

Definition 10 (Joint Differential Privacy [29]). An algorithm A : Z™ — R™ is (e, §)-jointly differ-
entially private if for every i € [n), every pair of i-neighbors Z, 7' € Z", and every S C R" !,

PA(Z)_; € 8] < exp(e) PIA(Z')_; € S] + 6.

Finally, we can reason about the joint differential privacy of mechanism decomposed into a public
sanitized broadcast, i.e. as if on a “billboard,” and a private non-sanitzed portion. The following
lemma shows that privacy is still preserved under such a decomposition.

Lemma 11 (Billboard Lemma [26])). Suppose A : Z™ — R is (¢, §)-differentially private. Consider
any collection of functions f; : Z; x R — R/, for i € [n], where Z; is the portion of the database
containing i’s data. Then the composition { f; (11;(Z), A(Z))} is (e, §)-jointly differentially private,
where 11; : Z — Z; is the projection to i’s data.

The final tools we borrow from differential privacy are the exponential mechanism [34], and the
ability to maintain a histogram estimate of values which arrive in one at a time. The primary tech-
nique for the latter involves data structures known as tree-based aggregations [20}|11]]. This protocol
is a differentially private method for calculating the cumulative sum of elements from 1 to ¢ for any
t < T, for which at any round ¢ the protocol can return an estimate of the number of elements prior
to round ¢, for which the entire execution is differentially private. We provide more details about our
instances of these algorithms in Appendices[B.1.3|and[A.T.T]

3 Utility-Approximate Bayesian Incentive Compatibility

In this section, we give an online algorithm (Algorithm ] for learning the optimal auction which is
utility-approximate BIC. The main idea is to use differential privacy to explicitly control the amount
of information the auctioneer takes forward from round ¢ to later rounds. We do so by maintaining
a differentially private estimate H, g’t of each empirical bid distribution, and choosing future auctions
based only on this differentially private estimate. Thus, from the perspective of any bidder, her
behavior in round ¢ has very little chance of affecting any of the auctions selected in later rounds.
In round ¢, we run Myerson’s mechanism with prior H/, to compute allocations and payments.
Thus the one-shot mechanism in round ¢ is exactly incentive compatible with respect to the current
round. The differentially private subroutine used to compute estimate H. {,t is described in full detail
in Appendix [A] with privacy, truthfulness, and revenue guarantees presented in Section [3.1]

Algorithm 1: Utility-Approximate BIC Online Auction

Parameters: discretization 3, privacy ¢, upper bound on support i, num. of rounds 7'
Initialize: H/, < Uniform(0,h) fori=1,--- ,n
fort=1,---,T do
Receive bid profile vi = (v14, ..., vn,t), rounded down to integer multiple of 3
Run Myerson (Def. [4) with H';_; as prior and v, as bid for allocations/payments.
fori=1,...,ndo
\ Update HL’t via two-fold tree aggregation (Algorithm , giving as input v; 4
end
end

3.1 Privacy, Truthfulness, and Revenue Guarantees

We now prove that the learning subroutine of Algorithm(I|satisfies differential privacy (Theorem[12),
use this to prove the mechanism is utility-approximate BIC (Theorem [I3)), and show that Algorithm
achieves a o(1) additive approximation to the optimal revenue (Theorem .

Theorem 12. The stream of estimates {H',}]_, maintained by Algorithmll|is (e, ¢/T)-differentially
private with respect to the stream of input bids {v; }I_;.

We emphasize that Theorem[I2]does not claim that Algorithm[T]is itself differentially private, it only
states that the procedure rests on a differentially private subroutine. This distinction is critical: our



algorithm is not differentially private in its selection of allocations and payments in round ¢. How-
ever, the information the mechanism carries forward (namely, the estimated empirical distribution)
is maintained in a differentially private manner. This is sufficient for guaranteeing that bidders’ be-
havior in round ¢ does not significantly affect which auctions are selected in later rounds. This will
allow us to prove a utility-approximate BIC guarantee, but will not be sufficiently strong to argue
about bid-approximate BIC. For that, we will need to additionally ensure that the allocations (and
payments) in round ¢ are differentially private (jointly differentially private), see Section 4]

We now turn our attention to proving a guarantee on the truthfulness of Algorithm [T} which will
lean heavily on the privacy guarantee given in Theorem We note that if our mechanism were
(e, 0)-differentially private then a result of [33], stating that any (e, 0)-DP mechanism is 2e-dominant
strategy incentive compatible.

Two issues arise if one were to try this approach in our setting. First, the entire mechanism is
not differentially private as discussed above. A bidder i’s behavior might have significant impact
on other bidder’s allocations and payments, and those bidders may as a result choose to behave
differently in later rounds based on that information. Thus we relax to the weaker incentive guarantee
of utility-approximate BIC, avoiding the issue of other bidders behaving differently in response to
activity from earlier rounds. Second, the stream of estimates maintained by our mechanism is (e, §)-
differentially private for § = ¢/T > 0 and not (¢, 0)-differentially private which is necessary for the
result of [33] to hold.

Theorem 13. Algorithmis khe (2 + %)-utility approximate BIC when € < 1.

Finally, we consider the revenue-optimality of our proposed mechanism. Our revenue guarantees
will rely on tools developed and described in Appendix Recall that we use Rev(M; D) to
denote the expected revenue generated by the mechanism M on a value distribution D, and that D
and D’ respectively denote the joint distributions of true values and true values rounded down to the
nearest multiple of 3. Let My, , My, and Mp, be the truly revenue-optimal mechanisms for the

distributions H';, D’, and D, respectively. In each round of our mechanism, we get a sample from
D’ and run Myerson’s auction with H'; as the prior; that is, we run M /- We use Rev( S D)
to denote the expected revenue we achieve in round ¢. The bidders true values are drawn from D
and we use Rev(Mj;; D) to denote the optimal expected revenue in any round. In this section, we
will compare the revenue Rev(Mjy, ; D’) of our mechanism to the optimal revenue Rev(M7,; D).

The main result of this section, Theorem bounds the difference between our average expected
revenue, + Zthl Rev(Myiy,; D'), and that of the optimum. We show that over 7" rounds, with high
probability the average expected revenue is within an additive o(1) error of the optimal.

Theorem 14. With probability at least 1 — «, Algorithm |l| satisfies - Zle Rev(Myy, ;D) >
Rev(M3y; D) — BJ — 4hn?0 (ﬁ + %) for regular distributions D and € < 1.
Proof. We start by instantiating Lemma for every round ¢ instantiated with failure proba-

bility «/T. Then ta.king a union bound over all T' rounds and summing over t, ensures that
with probablhty l—a 7 Zt L Rev(Miy ;D) > Rev( ;D) — BJ — 4h” Zt 1Y for

8log T lo TlogTlo
\/ —&—ﬂ/logﬁlogT,/Qlog Qh” and o = —o gﬁ\/ 8T 1o8 3

In the remainder of the proof, we bound 7 Zt: 1 7¢- (Recall that the o in Lemmaﬂ is a/T here.)

nT
T T log=~ ¢« n
=D <\/7—|— g log%logT 2log (2%07))
[ 2100 2L ~ (1 1
< 21?“ +2‘717(1gT log%logT 210g(2%’f> O<ﬁT+T€)

The first inequality comes from the facts that 3", 77 < 2VT and S =Hp <logT+1<
2log T The following equality come from plugging in the expression of o and combining terms.

Hence, wp. > 1—a, 7 Zthl Rev(Mjy,; D) > Rev(Mpy; D) — BJ — 4hn?0 ( 716) . O



Notice that this statement says that if we set 3, the discretization parameter to be o(1) in terms of T
then the revenue one can earn is a (1 — o(1))-approximation to the optimal revenue.

4 Bid-Approximate Bayesian Incentive Compatibility

We now describe an algorithm for “training” a mechanism to achieve nearly optimal revenue in
an exact equilibrium, where each bidder bids close to their true value. This contrasts with the
result in the prior section, wich shows that bidders bidding their exact true values is an approximate
equilibrium. While the equilibrium we describe in this section is not quite a truthful one, we can
compare its revenue with the revenue of the optimal mechanism facing truthful bids.

The primary technical meat of this section has two parts. First, we describe how to modify Algo-
rithm [T]to get the stronger incentive guarantee of bid-approximate Bayesian incentive compatibility.
Theorem|[I3]gave utility-approximate BIC, which means all bidders behaving truthfully in all rounds
is an approximate Bayes-Nash equilibrium (BNE). Bid-approximate BIC means there is an exact
Bayes-Nash equilibrium where all bidders bid within 7 of their values. The main challenge here
comes from whether bidders change their behavior in later rounds based on the non-truthful behav-
ior of other bidders in earlier roundsE] To make this jump, we guarantee that round ¢’s allocations
and payments leak very little information about a bidder’s behavior to other bidders. So, bidders will
have very little ability to condition on one another’s behavior in round ¢ when selecting a strategy in
later rounds. To this end, we ensure that the allocations in round ¢ are differentially private and the
payments in the round ¢ are jointly differentially private, informally stated below.

Theorem 15. Algorithm 2| runs in polynomial time, is n,-bid approximate BIC in round t for 1, =
c+ O(t~'/*) and achieves expected revenue Rev = OPT — ¢ — O(t=/*) for small constants c, c'.

The more precise result, given in Theorem shows that under mild assumptions about bidders’
behavior, every equilibrium bid under our mechanism lies close to the true value in the bid space.
That is, in round ¢, we show that no bidder in equilibrium will underbid by more than a small factor
1;. The main challenge in getting such a result requires us to bound the extent to which bidders’
behavior in the current round can affect their future utilities. If we can control this quantity, we
can control the amount by which people can game the system in the current round and also ensures
that bidders are unable to learn much about the value distributions of other bidders. The formal
revenue guarantees for our mechanism are are presented in Theorem [20] where we show that with
high probability, the average expected revenue obtained by our mechanism is close to the optimal
expected revenue of the mechanism with complete information about the value distribution of the
bidders (i.e., Myerson’s auction on D).

4.1 A mechanism with private payments and allocations

We now Algorithm [2] which is a Bid-approximate BIC Online Auction algorithm. The primary
challenge is to ensure that the allocation and payments in round ¢ do not leak much information
about bidders’ behavior to one another. The mechanism ensures this by making choices which are all
jointly differentially private, ensuring that bidders do not substantially affect either the mechanism’s
state or what other bidders learn about them. The mechanism maintains a private estimate of the
empirical distribution (as before), and also computes prices and allocations in round ¢ using jointly
differentially private algorithms. We use the exponential mechanism (Algorithm[6]) for picking round
t’s allocation, black box payments (Algorithm [5)) to pick payments in round ¢ (which in expectation
yields payments close to the truthful payments). This additional step of ensuring round ¢ decisions
are differentially private is crucial when bidders might condition their behavior in later rounds based
upon what the learn from round ¢ (which might be the case in bid-approximate equilibria).

To describe exact equilibria, we need to argue about each bidder’s utility for modifying her bid, and
argue that shading by more than 7; hurts her utility. We do this using a punishing mechanism, which
penalizes bidders who shade their bid by using a strictly truthful mechanism with some probability
p¢ in each round. Since we are going to show that there exists an equilibrium where in round ¢ every
bidder bids with 7, of their true value, it will be convenient to define the round ¢ equilibrium bid
distributions F; = F1; x --- x F,,; .

*This is not a challenge when we assume all bidders behave truthfully, since bidders won’t have non-truthful
behavior in earlier rounds to condition their behavior upon.



Algorithm 2: Bid-approximate BIC Online Auction

Parameters: discretization 3, privacy €, upper bound on support &, num. of rounds 7'

Initialize: H;, < Uniform(0,h) fori=1,---,n
fort=1,---,7Tdo
Receive vector of bids by = (b1, .. ., by ¢ ), rounded down to multiple of 3
With probability p;, run mechanism StrictlyTruthful(b, ) (Algorithm4)
else
fori=1,...,ndo
| Use Hj, , to calculate ¢; ;(b; 1) (Theorem
end

Use exponential mechanism (Algorithm 6) to select allocation z; (¢ (b))
Use Black box payments (Algorithm [3)) to calculate payments p; (by).

end
fori=1,...,ndo
| Update H; , via two-fold tree aggregation (Algorithm , giving as input b; ,
end
end

4.2 Privacy, Truthfulness, and Revenue Guarantees

In this subsection, we provide the differential privacy and incentive guarantees of Algorithm[2] We
refer to Appendix |B|for the and additional technichal details and proofs.

Lemma 16. Algorithm is (3¢, 3¢/T')-jointly differentially private in the bids of users.

Lemma 17. Fix a round t, population i, and the bidder from population i in round t. This bidder’s
total utility in rounds t' > t for misreporting in round t is < ekh(2+ %) more than truthful reporting.

Finally, we introduce an assumption we make about the equilibrium behavior of bidders facing this
mechanism. Informally, the assumption states that a mechanism run over many rounds should have
equilibrium bid distributions which have similar probability of any bid between adjacent rounds.

Assumption 18 (A-Stable Bid Distribution). We say the mechanism M supports a A-stable bid
distribution if it has some BNE with distribution of equilibrium bids ¥, in round t such that for all
populations i and rounds t, there exist A\ s.t. |[Fy — Fi_q]| < A¢.

Remark. Consider a mechanism with very similar behavior in round ¢ versus ¢ 4+ 1: both the
mechanism’s distribution over allocation and payment rules in round ¢ and ¢ + 1 are very close. If all
other bidders strategies from round ¢ to ¢ + 1 are also very close, then the utility for any particular
bid b from a bidder with valuation v from population ¢ will be quite close, but that bidder’s utility-
optimal bid may or may not be identical or even particularly close in the two rounds.

This suggests that analyzing exact equilibria in iterated settings is quite complex, in that the distri-
bution over utility-optimal bids might shift quite substantially from round to round. So, mechanisms
and equilibria without this property may have highly erratic behavior, and such equilibria may not
support a learning procedure which competes with the (truthful) optimal revenue. Hence we assume
that the mechanism in Algorithm [2| supports a A-Stable Bid Distribution with the condition that the

quantity X := ;":11 % = o(1). We now present the truthfulness gurantee of Algorithm

Theorem 19. Algorithm [2] in round t is n,-bid approximate BIC, i.e. in round t, any bidder i
with value v; ; reports bid b; , which satisfies vy — 1y < b, < v;; where 9, = hy/ W,

log(2hn/Ba) h h SIOngog% longog%
"= \/T e T2+ 54 /log 5 log T [log (B—Z) o= - In - and § = %.

Let F; be distribution of round ¢ bids (F;) rounded down to the nearest multiple of /3. Let the
mechanism we run in round ¢ on the bids we recieve from F}, be My,. The expected revenue we
achieve in round ¢ is Rev(Mpy, ; F}) which we will compare with the optimal reveue Rev(M7y; D).
We now present the main revenue guarantee for Algorithm 2] i.e we compare the average expected
revenue of Algorithm 2] with respect to optimal revenue. We refer to the Appendix for the proof.




Theorem 20. Using Algorithm[2]for T rounds, with probability at least 1 — o the average expected
revenue obtained by the mechanism over the T rounds satisfies,

Sl

Z Rev(Muy,; F}) > Rev(Miy; D)

t=1

— (hnTPO() + 2 4 L 4 T2 (12k) 7 + 5T )
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A Omitted Proofs and Subroutines for Utility-Approximate BIC Online
Auction (Algorithm [I)

A.1 Differentially Private Distribution Estimation

We now describe a differentially private procedure for estimating value distributions H/ , for each

bidder population. This corresponds to the final operation in each round of our mechanism (Algo-

rithm T)).

When we receive value v; ; we round it down to nearest integer multiple of 5. Recall that the value
distribution for bidder population i rounded down to the nearest multiple of is D}, and that D} has
finite support {0, 3,25, --- ,h} of size h/B + 1, and thus the estimates H'_; ; we maintain will
have the same finite support. We work under the assumption that bids are truthfully reported values,

which we later validate with the incentive guarantees shortly.

Let H; ; be the empirical (non-private) estimate of D} at round ¢. The following lemma establishes
that the empirical distribution of rounded values provides a good estimate of the true distribution of
rounded values, with respect to the supremum norm ||| __.

Lemma 21. Ler H; ; be the empirical distribution of t i.i.d. samples from D}. Then, with probability

2
l o=
D} — Hiylloo <\ —5:>

Proof. This is a direct result of the Dvoretzky-Kiefer-Wolfowitz inequality [32], which establishes
the concentration of the empirical CDF for any distribution. O

at least 1 — «,

A.1.1 Two-fold tree aggregation

Standard tree-based aggregation [20, [1 1] maintains online counts of a single quantity (e.g., the num-
ber of 1s in a stream of bits); we will use an extension of these known as two-fold tree aggrega-
tion [30] to maintain an online estimate of the CDF of a probability distribution D’ in a differen-
tially private manner. Informally, one achieves this by maintaining a private counter for each bin in
a histogram over possible values which might update the counters. Since D’ has a discrete support
of {0,3,28, - - , h}, the non-private empirical CDF H; , can be described by a simple (increasing)
step function, with steps occurring at integer multiples of 5. To compute H; ;(u), the empirical CDF
at value u, we need only count the number of samples from v; 1, - - - , v; ; which are less than u, i.e.,
H; (u) = (Z:Zl 1{v; » < u})/t. Two-fold tree aggregation allows us to privately maintain these
cumulative sums for all points v € {3,203, -- - , h} in the support of our distributions.

The algorithm maintains n instances of the two-fold tree aggregation procedure, one for each bidder
population, where each instance has its own distinct internal state. The ith instance maintains H ,
in round ¢. In each round ¢, the mechanism receives a value profile v;. For each population i, v; ; is
used to update the internal state of population ¢’s tree aggregation instance.

The algorithm is given formally in Algorithm |3} and require the following additional notation. Con-
sider any ¢ € [T'] with binary representation (¢[iog 77, - - - t1, o). Thatis, t = Eglog Tl t;27. Let j;
be the lowest nonzero bit, and let

Ap={t—2"+1,t =242, t—11t}.
We also define the set,

h—1
Ly={t':t'=t—- th2h,h =1,...,[logT]}.
=0

We note that I'; has size at most [log 7], and the set [¢] can be described as the union of [log T’
sets, i.e., [t] = Ujer, Aj.

In two-fold tree aggregation, we have these aggregations over two axes: time ¢ and value u. Thus
we maintain % - T partial sums, denoted in Algorithmas internal states Ay = H; +(u) for u = ¢f.
One sample v; ¢ contributes to at most log % log T' partial sums, and each H; ,(u) can be written as

a sum of at most log % log T partial sums.
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Algorithm 3: Two-fold tree aggregation for population 7 [30]

Input: discretization parameter (3, privacy parameter €, upper bound on support s, number of
rounds 7T’

Internal State: Noisy partial sums A;, forall ¢t € [T] and ¢ € [%}

T 8logT10g% Tlongog%
Initialize: Set o = - In - and sample A, ~; ;4. N(0,0?%) forall t and ¢

fort=1,--- ,Tdo
h

Receive v; , = p/3 for some p € {ﬂ

for j, k satisfying ¢t € A; and p € Ay, do

| Ajp=Au+1
end
for ¢ € [%} do

| Sample vig ~ N'(0, ((log % + 1) (log T + 1) — |T| [T4)0?)
end

/ : . / o Ajik + Vg _
Output H; ;, the estimated CDF:  H; ,(x) := Z Z — where ¢ = |z/3].
JET, kel

end

The following lemma shows that Algorithm [3]is differentially private, and guarantees that privacy is
maintained throughout the entire run of the algorithm.

Lemma 22 (Liu et al. [30]). The entire stream of estimates {H] ,}{_, output by Algorithm 3| is
(e, %) -differentially private with respect to the input stream of bids {v; ; }1_;.

The construction of Algorithmensures that every value H; ,(u) is obtained by perturbing H; ;(u)

with the ¢-normalized sum of Gaussian variables, each with variance o2. The total number of Gaus-
sian noise terms added to obtain H; ,(u) is no more than log % log T' because the sets I'; and T’

used in the final output of Algorithm 3| have size at most [log 7] and [log h/f], respectively. That
is, for each fixed u, we have H] ,(u) — H; ((u) ~ N (O, ‘;—j log % log T). Lemmauses this fact
to bound the distance between H; ; and H ,.

Lemma 23. After t rounds, for a fixed population i, with probability at least 1 — « the empirical
distribution H; y and the differentially private estimate Hz/t produced by AlgorithmE] will satisfy

h h
|His — Hi || < 51/log % logT/2log (;;),
fgro- _ SIOgilog% llnTlogie"log%.

Proof. For a Gaussian random variable Z ~ N (u,p?) it holds that P[|Z — u| > zp]
2exp(—x2/2), by a standard tail bound. ~We apply this inequality to each point u

{0,8,28,--- ,h} to see that, with probability at least 1 — %, we have |H;,(u) — H] ,(u)|

T4/log % logT'y/2log (é—g) Applying a union bound over all of the % values of u completes the

proof. O

IAN mIA

We can now combine the previous lemmas to relate the distributions H, 72/,t and D;.
Theorem 24. After t rounds Algorithm|[l] it holds with probability at least 1 — o that

||Hl't — DgHC>C <~ foreveryi€ [n],

g — h h
— 1 o 8log T log 7 Tloe T log X
where Yt = 02250( + * IOg % logT 2 log (—2?”) and o = o8 - °8 3 In og _ g3 .
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Proof. Applying triangle inequality on Lemma[23]and Lemma 21| gives the bound for a single bidder
population %, and a union bound over all n bidder populations proves the lemma. O

In the remainder of this section, the same definition of ~; will be used.

A.2 Revenue Maximization on Similar Distributions

In the previous section we showed that the differentially private estimate of the value distribution
we maintain is close to the true distrubution from where the values are being drawn. We now
introduce tools we need to argue that the revenue of our mechanism, facing truthful bidding, is
approximately optimal. In particular, describe how one can compare the revenue of a fixed, well-
behaved mechanism on two similar product distributions D and D. This will imply that the problem
of optimizing with respect to D will yield approximately optimal revenue with respect to D. These
results are broadly stated and should be of independent interest.

More formally, we will consider distributions that are close in /., distance, and mechanisms which
are well-behaved in the sense that allocating one agent leads to the exclusion of others. The relevant
definitions follow. Recall that we overload the notation and D and D refer to the corresponding
CDFs when used as functions.

Definition 25 (7-closeness). We call two distributions D and D T-close if |D — D||oo < 7.

Definition 26 (Competitiveness). A truthful mechanism is competitive if for any valuation profile
v and any pair of bidders i and j, the allocation probability x;(v) for bidder i is a non-increasing
Sunction of v;.

In multi-unit settings, mechanisms that exactly maximize virtual surplus for any monotone virtual
value function (e.g. ironed Myerson virtual value) satisfy this property, as does the exponential
mechanism with score for each allocation equal to its virtual surplus. Given these definitions, we
may state the main result of this section:

Theorem 27. Let M be a competitive mechanism, and let D and D be two product distributions of
values such that for every bidder i, D; and D; are T-close. Then the expected revenue of M on D

is within an additive 2n*h of the revenue from M on D. That is, |Rev(M; D) — Rev(M;D)| <
2n2hr.

In fact, we prove a stronger statement than Theorem[27} we show that the revenue from each bidder
is within 2nh7 in each mechanism. To prove this stronger statement, we argue from the perspective
an individual bidder, and consider three steps. First, we show that switching the distributions of all
other bidders from D_; to D_; does not significantly change ¢’s allocation probability. We then
show that because of the relationship between allocation and payments in truthful mechanisms an
insignificant change in allocation probability implies an insignificant change in revenue. We then
show that switching bidder ¢’s distribution from D; to D; does not significantly impact the revenue
of any mechanism. The result will follow from the triangle inequality. We begin with the first of
our three steps by defining new notation for the allocation probability secured by each bidder in
expectation over the other bidders.

Definition 28 (Interim allocation rule). Let M = (x, p) be a mechanism for the single-round game.
For any value v;, the interim allocation rule for i at v; is given by x;(v;) = Ey_,[z;(V)].

Our first step is to show that each bidder’s interim allocation rule under competitive mechanisms is
robust to small changes in other bidders’ value distributions. Formally:

Lemma 29. Let D_; and f)_i be value distributions for bidders other than i, with D; and Ej
T-close for all j # i. Consider any truthful competitive mechanism, and let x;(-) and Z;(-) denote

the interim allocation rules of bidder i under D_; and D_;, respectively. Then for any value v;,
|zi(vi) — Zi(v;)| < (n—1)T.

Proof. We will consider changing the value of just one bidder, j, and observing the impact on the
interim allocation rule of bidder i. The lemma will follow from repeating this argument once for
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each bidder other than ¢. To show that slightly changing bidder j’s distribution has a minimal effect,
we write the following sequence of equalities and inequalities, which we justify afterward.

h
wi(or) = / By ., [2:(v)]D; (v;) dv;

0

h
— By LD )], - [ B D w)doy

The reasoning is as follows. The first equality is from the definition of the interim allocation rule
2;(v;). The second and third equalities follow by integration by parts and interchanging the deriva-
tive and integral, respectively. The third inequality follows from the 7-closeness of D; and Dj, and
from the fact that %xi (v) < 0 by the competitiveness of the mechanism. The remaining equalities
follow from the same reasoning as the first three. Hence, changing bidder j’s value distribution from
D;to Dj can decrease bidder 7’s allocation probability by at most 7. A symmetric argument bounds
the increase. Further applying this same argument to all bidders other than 7, one at a time, implies
the lemma. O

The payment identity (Theorem 2)) characterizes the payments of an individual bidder with a realized
type in a truthful mechanism, and shows that this payment is completely determined by the allocation
rule the agent faces. Taking expectations over the values of other agents yields a characterization
of an agent’s expected payments in terms of their interim allocation rule. This characterization will
allow us to show that the revenue from any bidder under two similar interim allocation rules is
similar.

Corollary 29.1 (of Theorem [2). In any truthful mechanism, for any bidder i with value v;, the
expected revenue of bidder 1 satisfies:

Ey i[pi(v)] = vizi(vi) — /0 ai(2) dz + By_,[pi(0,v—)] (1)

Lemma 30. Let x; and Z; be interim allocation rules for bidder i such that |x;(v;) — &;(v;)| < 7
forallv; € [0,h]. IfEy_,[pi(0,v_;)] = 0 under both allocation rules, then for any value v;, the
expected payments made by a bidder with that value differ by at most 2v; T under the two allocation
rules.

Proof. By equation (I)), the difference in revenue between the two mechanisms is given by
v;
vi(zi(v;) — Zi(v;)) — / (zi(2) — Z4(2)) dz.
0

The first term is at most v;7. Moreover the second term is at most fovi T dz, which is equal to
VT O

Combining Lemmas [29]and [30] yields:

Corollary 30.1. Let D_; and D_; be value distributions for bidders other than i, with D; and [)j
T-close for all j # i. Consider any truthful competitive mechanism M where the bidders with value
0 make no payments. Then the expected revenue of M from bidder i differs by at most 2(n — 1)hr.
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We finally show that holding other bidders’ value distributions fixed and switching bidder ¢ from
value distribution D; to a 7-close distribution D; yields similar revenue. Formally:

Lemma 31. Let D; and D; be t-close value distributions for bidder i. For any truthful mechanism
M and any value distributions D _; for other bidders, the expected revenue from bidder i under

D; xD_; and Di x D_; differ by at most hr.

To prove Lemma([31] we use a standard characterization of a bidder’s expected payments in a truthful
mechanism, which can be obtained by integrating equation (IJ) over all values v; and integrating by
parts.

Corollary 31.1 (of Theorem [2). In any truthful mechanism where bidders with value 0 make no

payments, for any bidder i with value distribution D;, the expected revenue from bidder i is given
by

h
Ey[pi(v)] Z/O i (vi) Ri(v;) dv; (2)

where R;(v;) is bidder i’s price posting revenue function, given by R;(v;) = v;(1 — D;(v;))

Proof of Lemma[31] By equation (2)), the difference in expected revenue between the two distribu-
tions is given by

h h
/ 2 (vi)vi(D; — D;) dv; < hT/ i (v;) dv;
0 0

Since foh z(v;) dv; < 1, the result follows. O

Proof of Theorem 27} Combining Corollary [30.1] with Lemma [3T] and using the triangle inequality
implies that the revenue of any individual bidder ¢ differs by at most 2(n — 1)h7+ h7 < 2nh7 under

D rather than D. Summing over all bidders yields the desired bound. O

A.3 Omitted Proofs in Section[3]

Proof of Theorem[I2] Algorithm [I]s only record of bids which persists across rounds is its distri-
bution estimate H';. In each round, it chooses an auction as a post-processing step over those esti-
mated distributions. The two-fold tree aggregation step is (e, €/T")-differentially private by Lemma
[22] Thus, the algorithm’s post-processing to estimate the virtual value distribution and select future
auctions is (e, ¢/T)-differentially private by Lemma 9} O

Proof of Theorem|[I3] Consider a bidder deciding how to bid in round ¢. She has three considera-
tions: how her behavior will affect (1) the learning algorithm in future rounds, (2) the behavior of
other bidders in future rounds, and (3) her utility in round ¢.

Since we seek to show that the mechanism is utility-approximate BIC, we can assume all other
bidders behave truthfully in every history (by Definition[6)). Therefore, other bidders will not change
their behavior in future rounds, and the value of (2) is 0. The value of (3) is also 0 because the
empirical Myerson auction run in each round ¢ is chosen to be exactly truthful as a one-shot (static)
mechanism, so no payer can gain in expected utility by misreporting her bid. Thus the only utility a
player can gain by lying about her value is from (1).

Next we analyze (1). Since our mechanism’s differential privacy guarantee limits the extent to
which a player ¢’s report in round ¢ affects H . for each s > ¢, and hence limits how it affects future
choices of the mechanism, this allows us to control the amount of future utility she can gain from
misreporting at ¢t. Consider the change in this player’s utility in all rounds s > ¢ that results from
changing her bid from her true value v; ; to any other misreport 'Ug,r Let Y be the event that she bids
truthfully in round ¢, and let Y be the event that she misreports. Let u(Y") and u(Y") respectfully be
the total utility the bidder achieves in all future rounds conditioned on events Y and Y. Let S be
the set of all possible outcomes (i.e., allocations and payments) from all future rounds of the auction
that this bidder may participate in, and let w(s) be the utility the bidder from outcome s € S. We
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can now bound the player’s gain in expected utility from lying by bounding the expected value of
u(Y).
E[uY)] = [sw(s)P[s]Y]ds

< /S w(s)(e P[s]Y] + £)ds
< [sw(s)((1+2€) Ps|Y] + £)ds

=(1+2E[u(Y)] + / w(s)sds
S
< E[u(Y)] + 2¢kh + kh%.

The first inequality follows from the (e, §)-DP guarantee of Theorem the second from the fact
that e¢ < (1 4 2e¢) for e < 1, and the final inequality from the fact that each bidder participates in
at most k rounds and her maximum utility is any round is %, so both E[u(Y)] and [ w sw(s)ds are
upper bounded by kh. Thus the maximum change in utility over all future rounds between any two
behaviors in the current round is therefore 2¢kh + khs = khe(2 + ).

Thus, the overall utility the bidder might gain from misreporting in round ¢ is khe(2 + %) which
converges to 2khe as T' — oo.

O

A4 Revenue Analysis for Algorithm 1]

To prove the main revenue gurantee of Utility-Approximate BIC Online Auction presented in Algo-
rithm[T} i.e Theorem[I4]of our, we present a few lemmas to bound the difference in revenue obtained
in each round and then sum it over the 7" rounds to bound the average expected revenue.

In each round, Algorithm [I|runs the optimal mechanism for H';, but discretized value profiles are
sampled from D’. The following lemma uses tools from the previous subsection to show that the
expected revenue of running Miy,, on samples from H’; is not much worse that running M35, on

samples from D’.
Lemma 32. With probability at least 1 — «,

(Mip,; HY) — Rev(./\/l]*:),;D’)’ < 2hn?y,.

Proof. We start by re-writin the revenue difference we wish to bound,
|Rev(Miy,; H'y) — Rev(Myiy D')fas follows,

|(Rev(Mip,s H',) — Rev(Miyp,: D) + (Rev(Mip,; D) — Rev(Miy; D).

For the ﬁrst term inside the absolute value, Theorem [24] ﬂ says that with probability at least 1 — a,

||D’ it H < ~ for all j, and therefore D’ and H ;¢ are y¢-close for all j. Applying Theorem
gives that Rev( 7, H't)—Rev(Miy,, ,D’ ) g 3hn?; with the same probability. The second term
is 0 because Rev(./\/lH, D) < ReV( ;D). since My, is the revenue-optimal mechanism for
D'. Therefore, we get Rev(Mjy,,; H'y) — Rev(My,,; D) < 2hn?y,.

A symmetric argument using Mg, , gives that Rev(Mi,,; D’) —Rev(Myy, ; H';) < 2hn?~y,, which
completes the proof. O

Now we present a result from Devanur et al. [17]] (generalized to multiple item auction) which states
that discretization of the value space by rounding down to nearest multiple of 3 only reduces the
optimal revenue by an additive factor of .J3 for a J-item auction. Intuitively, since bids are always
rounded down, this can result in a loss of at most 3 revenue from each of the J items.

Lemma 33 (Devanur et al. [I7]). Rev(Mj),; D’) > Rev(M5p; D) — 8J.
Combining these results, we can now bound the expected revenue of our mechanism for a fixed

round.

Lemma 34. With probability at least 1 — «, the expected revenue obtained by Algorithm in the tth

round, Rev(./\/l}‘{,t; D’), satisfies,
Rev(Mjy,; D') > Rev(Miy; D) — BJ — 4hn’y,
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) 8log T log 2 Tlog T log 2
for v, = 10§ta +% log%logT 210g(2;7£) and o = Ogsogﬂm-

Proof. Using Lemma[32]gives,
Rev(Mjy ;D) > Rev(Mpy; D) — 4hn’,,
and applying Lemma 33| gives,
Rev(Mjy ;D) > Rev(Mpy; D) — BJ — 4hn’~y,.
O

Now that we have bounded the expected revenue in a fixed round ¢, we can bound the average
revenue over 7' rounds with a union bound over all the rounds to obtain a guarantee for the avaerage
expect reveunue of our Algorithm [I]in Theorem

B Omitted Proofs and Subroutines for Bid-approximate BIC online auctions
(Algorithm 2)

B.1 Subroutines used in Algorithm 2]

B.1.1 Strictly Truthful mechanism

To ensure that underbidding is costly for the bidders in the current round ¢, with some probability
pt, We use a naive mechanism which is strictly truthful. We simply select a random subset S of J
bidders and charge them a uniformly random price p between 0 and h. If bidder i is selected in the
set S and has bid b; ; is above p, they get the item and pay p. Otherwise, they pay 0 and are not
allocated an item.

Algorithm 4: StrictlyTruthful

Input: Bid profile by
Select a subset S C [n] of size J uniformly at random
Select a price p € [0, h] uniformly at random
for Each s € S do
| if by > p then allocate item to s and charge payment p ;
end

As the maximum possible revenue in a single round is h.J, the expected loss in revenue from Algo-
rithm[4]in round ¢ of the mechanism is at most p;h.J.

B.1.2 Private Payments from Black Box Payments

We now describe how to privately compute payments to charge buyers in round ¢. Our goals for
this payment computation are first, to ensure our round ¢ mechanism charges payments according
to Theorem [2| (ensuring incentive compatibility for the one-round game), and second, for player ¢’s
round ¢ payment to be differentially private in all other round ¢ bidders’ bids.

In order to achieve the latter goal of private payments, we select the round ¢ payment for each
winning bidder ¢ as a function of b; ;, their bid, the private estimated distributions of other bidder
types H';, and the allocation algorithm A, but not as a function of the other bidders’ round ¢ bids.
This ensures the payment of bidder ¢ is 0 jointly differentially private in round ¢ bids, and (e, §)-
differentially private in all previous rounds’ bids. Concretely, we use black box payments (Algorithm
[ introduced in Archer et al. [2].

Critically, bidder ¢’s payment does not depend on the bid of any other player, save for the extent to
which the allocation is affected by other the other players’ bids. For a differentially private allocation
rule, this implies that player i’s payment is differentially private in all other players’ bids. ¢ therefore
learns almost nothing about other players’ behavior from their payment in round ¢.
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Algorithm 5: Black box payments

Input: Value distribution H';, Allocation algorithm A, agent ¢’s bid b; ¢
if algorithm A does not allocate to bidder i then agent i’s payment p; < 0;
else
Choose b} uniformly from [0, b; 4]
Draw b’ , ~ H' , and run A(b},b’_;)
if algorithm A allocates to bidder i in the previous step then X < b; +;
else X < 0;
if X # 0 then
repeatedly draw values b’ ; ~ H'_; ¢ and run A(b}, b”_;) until the algorithm allocates to
player ¢, and let L be the number of iterations required
end
Agent i’s payment p; ; < by — L - X

end

We make one remark about this variant of black-box payments giving the formal guarantees we will
use to analyze our mechanism. These black-box payments are computed from the (strategically)
shaded, differentially private estimate of the empirical bid distribution, rather than the true, unaltered
distribution, since (a) the empirical, shaded distribution is the best estimate the mechanism has,
and (b) maintaining only a differentially private estimate of this distribution ensures that no single
bidder’s prior rounds’ behavior significantly change these payments.

We now present the lemmas about Algorithm 5| which help us analyze the revenue and (approximate)
incentive compatibility of the overall mechanism.

Fixing the distribution H';, the expected payment for bidder ¢ given her value b; + will be p; (b; ,t) =
Eb_, [pit(bit, b_;)], and the probability she is allocated an item using the allocation mechanism .4
is ;4 (bi 1) = En_,[2;.¢(bit, b_;)]. We have the following lemma.

Lemma 35 (Archer et al. [2]). Fixing the distribution H'; and the allocation mechanism A, the
expected payment p; +(b; 1) returned by Black Box payments (Algorithm|5) satisfies

pi,t(bi,t) =bi- xi,t(bi,t) - fob“ xi,t(u)du

This property about the payments calculated by Black Box payments directly helps us to translate
the expected virtual surplus from the allocation rule i.e the Exponential Mechanism to the expected
revenue.

Lemma 36. Fix a distribution H';. Then, allocating according to the exponential mechanism Mg
and charging black-box payments yields expected revenue on H'y equal to the expected virtual
surplus of the allocation selected by M g.

Proof. The exponential mechanism is monotone, by LemmaJ0] Black-box payments are designed
to satisfy the payment identity, and so the two together have expected revenue equal to their expected
virtual surplus, by Theorem [

B.1.3 Private, efficient allocation via the Exponential mechanism

We now describe the exponential mechanism, and how we use it to select an allocation in round ¢.
The primary difference between this choice and many other uses of the exponential mechanism is
that we find a way to select allocations with it in a computationally tractable way (details to follow).
Let X be the set of possible allocations. For any mechanism M, we need an allocation rule A, a
function that takes as input the bid profile b, the value distribution H’, and returns an allocation
x(b) € X. A can be a randomized algorithm, in which case x;(b) is a random variable indicating
the probability of allocation.

In general, the exponential mechanism runs in time polynomial in the number of elements it selects
amongst. If one is using it to select an allocation of J items to some set of bidders, this will often
result in exponential runtime.
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We use the exponential mechanism to select an allocation in a slightly nonstandard way, in that the
quality score we use to measure the utility of outcomes is only an approximation of what we would
ideally like to maximize.

We use the private, learned distributions to define estimated virtual values for each bid, and use

-~

those estimated virtual values as the arguments to the exponential mechanism. Let ¢(b) be the
virtual value profile given as input to the exponential mechanism. The exponential mechanism is

parameterized by a quality score Q(¢p(b),x), a function mapping inputs and outputs of the desired
optimization task to a measurement of the outcome’s approximation to the optimization task on the
input. In our mechanism, we select the quality score for for the Exponential Mechanism M g to be
the estimated virtual welfare of the allocation on the reported bids:

Q(({S(b% x) = Z?:o éz(bz)%
If b and b’ are two neighboring bid profiles, i.e they differ in at most one bidder’s bid, we define the

sensitivity A of the quality score as maximum change in quality score over all pairs of neighbouring
bid profiles b and b’ and all possible feasible allocations:

_ 2 _ 2/
A= max [Q(3(B),%) ~ Q(B(B).x)
Given a virtual value profile ¢(b) the Exponential Mechanism M g (X, Q, #(b), €) chooses an allo-
cation x € X with probability

~

P Mg(X,Q,¢(b),€) zx} ocexp%# <h

where the upper bound follows from the fact that as one bidder changing her bid can affect the
revenue of any allocation by at most h. Since expected revenue is equal to the expected virtual
welfare, then the exponential mechanism designed to maximize expected estimated virtual welfare
on the reported bids will also approximately maximize expected revenue. We now state the main
theorem about the exponential mechanism we will use in what follows.

Theorem 37 (McSherry and Talwar [33]]). The Exponential Mechanism Mg (X, Q, ¢(b),¢€) is -
differentially private, and for any a > 0,

PriQ(6(b), Mi(¥, Q, d(b), ) = max Q(d(b), x) — "X - 21 (1)) 21—

p

This result holds with high probability for a value bid profile b. Below we state a common corro-
lary of this statement, which allows us to quantify the expected revenue loss over the mechanism’s
randomness:

Lemma 38. For any virtual bid profile $(b) and p € (0,1)

max Q (9(b),x) = Bar, [Q(&(b), Mu(X,Q,3(b). )] < L22 + Lind + pJh.

Proof. Using Theorem[37] we have

mazxex@Q (3(b).x) = Ent,, [Q(3(0). M (X, Q. d(b), )]
(1-p) (%Jr%ln%) +pJh

<y hind g pJh

IA

€

O

~

The trivial way to implement Mg (X, Q, ¢(b), €) would be to iterate over all z € X to calculate
Q(4(b), x).
Since we are running a J-item auction in each round ¢, our feasible allocations are the set

X ={x:x€e{0,1}",|x||, = J},

which has size |X| = () < n/. Thus, explicitly iterating over X would result in an O (n”)
algorithm.
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Algorithm 6: Poly-time Exponential Mechanism for selecting an allocation of J goods
(Mpory(¢(b), €))

Parameters: Privacy parameter €, Sensitivity A, Number of bidders to select J

Input: Virtual bid profile ¢(b)

So — {}

fori=1,--- ,nand|S| < Jdo

exp(eq5 i(5o) )ZAG( L e )(eXp(i D acA éa(ba)))

pO e(tits -vLI})(eXP(ZZbeBQZ)b(bb)))

[Si—1
With probability «; do S; « S;—1 U {i} else S; + S;_1
end
Return binary allocation x such x; = 1 foralli € S,

oy =

However, since our feasible set X" has a very simple structure (a set of n length binary vector with
< .J ones), we can exploit this structure to select a subset of size .J in polynomial time by carefully
calculating the marginal probabilities of selecting individual bidders such that the resulting joint
probabilities of the subsets is same as in Mg (X, Q, ¢(b), €).

To take advantage of this structure, we calculate the marginal probability of selecting bidder ¢ con-
ditioned on the bidders we have already sampled or rejected. Calculating these marginal probability
can be done using a simple dynamic programming solution in O (nJ). We select or reject each
bidder in turn, leading to a total running time of for Algorithm [6|of O (nQJ ) We now prove that
the allocation selected by Algorithm [f] has the same distribution as Mg (X, Q, ¢(b),€). Let the
mechanism defined in Algorithm|[6]be M o1, 2(¢(b), €).

- . <p M
Lemma 39. P | Myo,5(d(b),€) = x| = P[Mp(X, Q. (b)) = x| = :
> (¢(b)7x )
wex ©XP
Proof. Let
e ) di(bi)wi
P = — 2
D oxex €XP : Ei:‘)fi( e
Note that «; in Algorithm@ is the marginal conditional probability P[z; = 1|z1,--- ,2;_1]. Thus

we set z; = 1 with the corresponding conditional marginal. We conclude the proof using the chain
rule of joint probability distributions, which states that

Plzy,z2,- -+, xy] = Plai] Plag|as] - - Plag |2, -, 2n—1].

The following is a well-understood fact, but we include a short proof for completeness.

Fact 40. For downward-closed environments, the Exponential Mechanism instantiated with any
monotone virtual value function as its quality score has a monotone allocation rule.

Proof of 0} Fix the behavior v_; of players other than . The probability the Exponential Mecha-
nism selects allocation a € X is

G(EZiEa oi(vi))/A
Zalex el€2icqr di(vi))/A

We can view allocation a € X as a set of bidders who will receive the item. Then, the probability
that player ¢ is in the allocated set is,

e(6Xieq dur (v))/A
Z > rex eleXireqr dur(vir))/A

a>i

thus, the numerator increases for each allocation a containing ¢ because ¢; is monotone, and because

a+x
ataty > this probability increases in v;. O

H—y
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Now recall that we defined Rev(M; D) to be the expected revenue generated by the mechanism
M on a value distribution D. Let the mechanism we use in round ¢ for allocation and pricing
be My, and let Mﬁ,t be the optimal mechanism on H';. Using Lemma we can see that
Rev(Miy s H'y) = Eponr, [marxexQ (¢4(b),x)] where ¢¢(b) calculates the virtual bid using
H'; as prior. Combining this guarantees with the guarantee over the virtual surplus given by expo-
nential mechanism, we get the following lemma.

Lemma 41. Rev(Mu,;H'y) > Rev(Myy, ;H't) — (Hon g by i + peJh) — pihdJ.

Proof. The lemma is directly a consequence of taking expectation of over b in Lemma [38| with
respect to H'; with p = p; and then using Lemma The last term p;hJ comes form the fact
in round ¢, we use the strictly truthful mechanism (Algorithm [4) with probability p; and lose up to
hJ. O

B.2 Differentially Private Bid Distribution Estimation

We now present a lemma which compares how close our differentially private empirical bid distri-
bution estimates are to the true bid distributions, under this assumption that the bid distributions do
not change too quickly.

Lemma 42. Assume we have a sequence of distributions Fi/,t with support on [0, h], and assume
that for every t we have HFZ’f — F{7t+1 HOO < A for some sequence A\, Ao, . .. satisfying X =

tT;ll % =o(1). Let by ~ Fi'7t and let H; 1 be the empirical distribution of b; 1, ...,b; 7. Then
with probability at least 1 — o we have
log(2h/(Ba))
| Hir — Fi/xTHoo < — o7 + 2.
Proof. Let F be the distribution constructed from the uniform mixture of the distributions
Fii,...,F/p, thatis F := S 1, F!,. Observe that, via repeated application of the triangle
inequality, ’
[Hir = Frll, < Hir = Fll +[F - Frll,
_ 1 E
< - P+ 21 - Fall
t=1
B | T=1T-1
< Hir = Fllo+ 730 DO I1F — Fisall,
t=1 j=t
B | T-1T-1 B
< =Pl 4= 3 S0 = [~ P+ 5r
t=1 j=t

Thus, to complete the proof, we must simply show that with probability at least 1 — « that
|Hir — F‘HOO < %. To do this, first select some u € [0, k] and notice that

1 & 1 & _
E[H;7(u)] =E =7 > Plois<ul = T > F(u) = F(u);
t=1 t=1

1 T
7 > Afbiy <
t=1

in other words, H; 7(u) is an unbiased estimator of F'(u). Since each indicator variable 1[b; ; < u]
is bounded in [0, 1], we may apply Hoeffding’s Inequality to obtain

P

1« _
T > 1fbiy < u] — F(u)
t=1

> 6] < 2exp(—2T¢?). 3)

Observe that, since H;r and F are step functions which only change at points U =
{B,28,..., %B}, it holds for any ¢ > 0 that

||Hi7T - FHOO >¢<= Jue0,h: |Hir(u)—Fu)|>¢< Fuel: |H; r(u)—F(u)|>¢.
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Thus we have that

Pl|Hir — Pl = €]

Il

g
—

L

<

m

d

2

uelU t=1
. 2h 2
(using (3)) < —exp(—2T¢7)
The proof is completed by setting o equal to the final expression and solving for the value &. O

The next theorem states that our differentially private estimates of H; , are fairly close to the true
distributions.

Theorem 43. After t rounds Algorithm[2] it holds with probability at least 1 — o that

HHZ't — Fi/,tHoo <~ foreveryi€ [n],

log(2hn/Ba) W N 810g T log log T'log
where v, = \/?4— Y+ 7 logglogT log (ﬁ) and o = . In 3 .

Proof. We assume the same X, for each bidder type. Next, apply a union bound on Lemmal42|for all
players and use the triangle inequality with Lemma [23] The result is analogous to Theorem[24 [J

The next lemma states that the distribution over critical prices induced by our learned distribution is
close to that induced by the true bid distribution.

Lemma 44. For a bidder i, let G;; be the distribution of critical prices offered to © when the
distribution of other bidders is ¥'_; , and let G, be the distribution of critical prices when the

distribution of other bidders is H' _; ;, then HGz}t — GgytHoo < (n—1)v.

Proof. From Theorem @43} we have that F”_; ; and H'_; ; are ; close. The exponential mechanism
is a monotone allocation rule (Fact[d0). The lemma then follows from Lemma [29] O

B.3 Truthfulness Guarantees of Algorithm[2|

Lemma 45. Let r; . (v) be the true BIC payment (from Theorem|2)) for bidder i in round t when value
is v and let p; .(v) be the expected payment charged by Algorithm|I| by using Black Box payments
(Algorithm , then |r; +(v) — pit(v)] < 2hny,.

Proof. The proof follows from the fact the Black Box payments in round ¢ calculate the BIC in
expectation with respect to I, Z{’t and from using Lemma O

We now use these results to prove that our Online DP auction satisfies differential privacy.

Lemma 46. Fix a round t and bidder population i. Then, consider the case when the mechanism
runs the exponential allocation and black-box payments. Then, truthful reporting for the bidder
from population i present in round t earns within 6hn-y; of the optimal utility they could achieve.

Recall that r; 4(v) is the true BIC payment and p; ;(v) be the expected payment charged by Algo-
rithm Let v; ; be the true value of the bidder ¢ in round ¢, and let v’ be some misreport. Since
r;,+(v) 18 the correct BIC payments, the maximum utility bidder ¢ could have received if the pay-
ments charged were BIC be u(v; ¢) = v; 424 (Vi 1) — 75t (vi¢) > u(v)x; ¢ (V') — 7 1 (v"), but the ac-
tual utility achieved by the bidder in the current as a function of their bid is v/ (v) = vz, ¢(v)—p;.¢(v).
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From Lemma we have that |r; ;(v) — pi(v)| < 2hny,. So if the bidder bids v’ instead of v; 4,
then the utility achieved by ¢ in round ¢ is

u'(v) = 0'w (V') = pig(vf)

'z (V) = ri (V') + 2hny
Vi1t (Vi g) — i (Vig) + 2hny,
V124 (Vig) — Pit(vie) + dhny
= u'(v; 1) + 4hnys.

IN AN IA

The next lemma shows that a bidder cannot gain a lot in future rounds by manipulating her bid in
the current round.

Lemma 47. In any round t, for bidder i with value v; 1, let u;(w) be their expected utility in the
current round as a function of their bid w. If they report bid b;  such that b; ; < v; + — 1), then

peJn’?

wi(big) < uivig) — 2hm

+ 4hn~,.

Proof. With probability p; we use algorithm , and if we use algorithm |4| then with proability %,
the bidder i is selected for allocation is offered a random price p € [0, h]. If b; ; = v;;, — y where
y > 1, then with probability at least I, p € [b; ¢, v; ], i.e bidder 7 loses utility in this case, which
they could have gained if they report their value truthfully. If p € [b; ;, v; +], and bidder ¢ is selected
then the utility lost by bidder ¢ by not bidding truthfully is v;; — p. With probability (1 — p,),
we use exponential mechanism and black box payments from lemma 6] the gain in utility from
underbidding in this case be at most 4hn~y;. Combining the two cases, we can get a lower bound on
the loss of utility in the current round

J Vit
o) = i) = P v = p) ) = (1= )b,
bi,¢

> PtJ(Ui,t - bi,t)Q
- 2hn

o e’
— 2hn

— 4hny,

— 4hny;.

O

Lemma [7] shows that that the bidder can lose utility in the current round if they underbid because
of the penalty imposed by the strictly truthful mechanism (Algorithm [4).

Now we have bounded all three sources of change in utility for shading one’s bid: how much they
can gain from future rounds if they underbid today, how much they are penalized by Algorithm ]
for underbidding, and how much they can gain from current round by underbidding. Combing these
three results, we can now prove that the mechanism in round ¢ is 7;-bid approximate BIC (Definition

7).

Proof for Theorem[I9 1If the v;y — by > 1 = h./ W, then from Lemma |47| the loss in

utility in current round is

PtJ
— 2hn

and from Lemma khe(2 + %) is the maximum gain in utility the player can achieve in future
rounds by underbidding. Hence any bid b; ; < v;+ — 1, cannot be an equilibrium bid because the
total gain in utility in future rounds from underbidding in the current round is less than the loss in
utility in current round because of underbidding by more than 7;. O

— 4hnyy = dhny, + 3khe — 4hnyy > khe(2 + T)
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B.4 Revenue Analysis for Algorithm

In this section, we bound the expected revenue achieved by our algorithm in some exact equilibrium
compared to the optimal expected revenue facing truthful bids, Rev(M7iy; D). In Algorlthm' 2| with
probability p;, we execute the strictly truthful mechanism (AlgortlthmE]) which is also has monotone
allocation rule. As stated earlier, let the mechanism we run in round ¢ be Myy, it is clear that the
allocation rule used in My, is monotone. In round ¢, the bids received by Algorithm come from
F;. Let M}; be the optimal mechanism on F}. As we have shown that our Differentially private

estimate is close to F;, we can use the theory developed in subsection to bound the revenues.
Particularly, we have the following lemma.

Lemma 48. With probability at least 1 — a, (Mu,; H',) — Rev(Myp,; F))| < 2hn?~,.

Proof. Theorem' —H J’-’t ||OO < 7; As My, has a monotone alloca-
tion rule, applying Theorem [27|completes the proof. O

We showed that My, has similar revenue on both F; and H’, to prove our required bound, we
also need to show that the optimal revenue on these distributions is also.

Lemma 49. With probability at least 1 — , (Mip i H't)) — Rev(My, s Fy)| < 2hnPy,.

Proof. Using similar arguments as L Rev(Miy s H')) — Rev(Miy,,; F})) < 2hn®y,, and since
Rev(Mjy,: F)) < Rev(Mg,; Fy), we get Rev(Myy, s H'y)) — Rev(ME,; F) < 2hn2~t. Using
same argument on M, , we get Rev(Mp,; Fy) — Rev(Myy s H'y)) < 2hn2*yt. O

We recall that F is the rounded down distribution of the actual bid distribution F; in round ¢. Using
the same result from [[17]],we have

Lemma 50 ([17])). Rev( F,,F’) > Rev(Mg,; Fy) — BJ.

In Theorem @], we show that in round ¢, if the the value for a bidder ¢ is v; ; ~ D;, then the bid
b+ is at most 1 less than it which means that the distribution of the bids and the values has a nice
couphng which mentioned in the introduction of this section. Recall that F; ; is the distribution of
bids of player ¢ in round ¢. With very similar arguments to Lemma[50] we can show the following.

Lemma 51. Rev(Mi, ;F;) > Rev(Mp; D) — .
Proof. The proof follows identically to the proof of Lemma[50]in [17]. O

Now we have all the pieces to bound the expected revenue achieved by Algorithm[2]in a fixed round
t.

Theorem 52. Using Algorithm |2} in round t, with probability at least 1 — « the expected revenue
Rev(Muy,; F}) achieved by the mechanism satisfies:

Rev(My,; F}) > Rev(Mjy; D) — dhn’y, — L2 Ay i — (e + B+ 2ph)J

where 7; = 1/ log@h"/ﬁ(]) + 3¢ + 24 /log Z log Ty llog and N = S"QWMI“

Proof. Using LemmafdT]and 48] and setting we have

Rev(Mur,; Ff) > Rev(Miy, s H'y) — dhn’y, — 20— Bin L —9p, ],
We apply Lemma[49]to get

Rev(Mu,; F}) > Rev(Miy,; H'y) — dhn’y, — 200 — 2y i — 2p¢hdJ.

Now, applying Lemmas [51and [50| completes the proof. O
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To get a bound on the average expected revenue achieved by Algorithm [2] we sum over all rounds
and take union bound.

Proof of Thorem |20} Similar to Theorem when we sum terms from Theorem the leading
term in £ Y7 ~;, turns out to be O(#) Keeping p; as constant p, & 3°/_, 7, can be bounded

by hnJ~1/3(O( wi71)) + h %. Adding the rest of the terms and keeping only leading terms in

T, we get

T
. o~ 6ke
+ Y Rev(Mu,; Ff) > Rev(Mipy; D) —hnJ* 205 ) — L28 — B in L —hj(y | p—J+2p) —BJ
t=1

L . 1/3 .
Optimizing over p and setting it to (%—’ff) / gives the theorem. O

B.5 Omitted Proofs

Proof of Lemma[I6] The mechanism makes 3 choices in each round: how to allocate items, how
to charge bidders, and how to update the estimated distributions. The distribution estimates are
maintained in a (¢, ¢/T)-private manner, by Theorem[22]

Allocations and payments are chosen in one of two ways: either according to the exponential mech-
anism, followed by black-box mechanism, or by using the strictly truthful mechanism Algorithm 4]
In the former case, the allocation rule is e differentially private by Theorem[37] and the payment for
bidder ¢ is a function of her bid in round ¢ and postprocessing of the privately maintained distribution
estimates, and are therefore jointly e jointly differentially private for bidder ¢ (by LemmalJ). In the
latter case, the initial allocation is chosen uniformly at random and therefore perfectly private; buyer
1’s ultimate allocation and payment is a postprocessing of this perfectly private selection along with
her bid, and is therefore perfectly jointly differentially private.

Thus, since privacy guarantees sum under composition, the entire mechanism is (3¢, 3¢/T')-jointly
differentially private. O

Proof of Lemma This follows from the privacy guarantee of Lemma|l6|and an argument identi-
cal to Theorem [13|upper-bounding the benefit of misreporting. Thus, the benefit of misreporting in
round ¢ to all future rounds in which this bidder participates is at most ekh(2 + %) O
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